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TLDR; weakest known sufficient condition for offline RL is updated, specifically in terms of data coverage and sample size.

Why removing concentrability (CC)?

Requirement:

Issue1: concentrable !" may NOT exist due to
• data fragmentation/censorship
• initial-state distribution shift
• unknown constraints on behavior actions

Issue2: Coefficient of CC is hard to estimate

→ CC is easily violated and difficult to verify in 
practice

Result 2: Saddle-point characterization

Consider “Lagrangian of offline RL”:

# $, & ≔ 1 − * $ + & ⋅ - + .$ − $ /010

Known: Saddle point under & ≥ 0 is
1. well-defined only if optimal policy "∗ is 

concentrable and
2. solution of standard Bellman eq., i.e., gives 

optimal value function $∗ 5 and optimal 
occupancy density &∗ 5, 6 .

New: Saddle point under $ ≥ 0 and & ≥ 0 is
1. well-defined unconditionally and
2. solution of Bellman eq. of 7ℳ
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Q. What is weakest practical condition for 
successful offline RL?

Our contribution
Previous weakest condition [Zhan et al. 2022]
• model-free realizability
• concentrability (data coverage) → removed
• sample size of A BCD → reduced to E FCG

sup
K,L

MNO 5, 6

P/010 5, 6
< ∞

test-time occupancy of !"

offline state-action distribution

Proposal: Worst-case offline RL
New performance metric w/ built-in pessimism:

ST " ≔ min
ℳ∈Y

T "|ℳ

uncertainty set under distribution oracle
Y ≔ ℳ = ., - ∶ |., - = .⋆, -⋆ ]^__ `abcb

, 0 ≤ - ≤ 1

policy value
under MDP ℳ

Justifications:
1. tractability: can be estimated w/o CC
2. generality: recovers standard metric if CC holds:

3. sufficiency: generalized suboptimality dominates 
standard one:

max
O∗∈ghh

T "∗ − T " ≤ max
iO∗∈gbjj

ST k"∗ − ST "

T " ≔ T " ℳ⋆ = ST " , ∀" ∈ Πnn

Result 1: Worst-case offline RL is still RL

Thm: ST " = T "| 7ℳ for all "

→ Standard RL methods are still applicable
1. solve Bellman equation of 7ℳ
2. extract optimal policies from Bellman eq.’s 

solution

Def: Worst-case MDP 7ℳ = o., -̃ is given by

where ⊥ is terminal state.

o. 5, 6 = r `abcb K,L st .
⋆ 5, 6 + r `abcb K,L ut vw

-̃ 5, 6 = r `abcb K,L st -
⋆ 5, 6

Result 3: Algorithm & sample complexity
We propose to minimize 

where
ℒyz & ≔ max

{|t
−# $, & −

1 − *

2
$ ~

ℒz� &;Å, " ≔ max
Ç∶É×Ö→ℝ

&à − Åà ⋅, " /010

ℒ &;Å, " = ℒyz & + ℒz� &;Å, "

… achieving SOTA sample complexity bound!

saddle-point loss policy-extraction loss

B: policy subopt; v: confidence; *: discount factor; â: hypothesis size; äã0_: min action value gap


